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Abst r act

Thi s docunent describes a nmethod by which a Service Provider nay use
an | P backbone to provide IP Virtual Private Networks (VPNs) for its
customers. This nethod uses a "peer nodel", in which the custoners
edge routers (CE routers) send their routes to the Service Provider’s
edge routers (PE routers); there is no "overlay" visible to the
custoner’s routing algorithm and CE routers at different sites do
not peer with each other. Data packets are tunnel ed through the
backbone, so that the core routers do not need to know the VPN

rout es.

Thi s docunent obsol etes RFC 2547.
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1

I ntroduction

Thi s docunent describes a nmethod by which a Service Provider nay use
an | P backbone to provide IP Virtual Private Networks (VPNs) for its
customers. This nethod uses a "peer nodel”, in which the custoners’
edge routers (CE routers) send their routes to the Service Provider’s
edge routers (PE routers). Border Gateway Protocol (BGP)

[BGP, BGP-MP] is then used by the Service Provider to exchange the
routes of a particular VPN anmong the PE routers that are attached to
that VPN. This is done in a way that ensures that routes from
different VPNs remain distinct and separate, even if two VPNs have an
over | appi ng address space. The PE routers distribute, to the CE
routers in a particular VPN, the routes fromother the CE routers in
that VPN. The CE routers do not peer with each other, hence there is
no "overlay" visible to the VPN's routing algorithm The term"IP"
in "IP VPN' is used to indicate that the PE receives |P datagrans
fromthe CE, examines their |IP headers, and routes them accordingly.

Each route within a VPN is assigned a Miultiprotocol Label Switching
(MPLS) [ MPLS- ARCH, MPLS-BGP, MPLS- ENCAPS] | abel ; when BGP distributes
a VPN route, it also distributes an MPLS | abel for that route.

Bef ore a customer data packet travels across the Service Provider’s
backbone, it is encapsulated with the MPLS | abel that corresponds, in
the custoner’s VPN, to the route that is the best match to the
packet’s destination address. This MPLS packet is further

encapsul ated (e.g., with another MPLS label or with an | P or Ceneric
Routing Encapsul ati on (GRE) tunnel header [MPLS-in-IP-CGRE]) so that
it gets tunnel ed across the backbone to the proper PE router. Thus,

t he backbone core routers do not need to know the VPN routes.

The primary goal of this method is to support the case in which a
client obtains |IP backbone services froma Service Provider or
Service Providers with which it maintains contractual relationships
The client may be an enterprise, a group of enterprises that need an
extranet, an Internet Service Provider, an application service

provi der, another VPN Service Provider that uses this sane nethod to
offer VPNs to clients of its own, etc. The nethod nakes it very
sinple for the client to use the backbone services. It is also very
scal able and flexible for the Service Provider, and allows the
Service Provider to add val ue.
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1.1. Virtual Private Networks

Consi der a set of "sites" that are attached to a common network that
we call "the backbone". Now apply sone policy to create a nunber of
subsets of that set, and inpose the following rule: two sites may
have I P interconnectivity over that backbone only if at |east one of
t hese subsets contains them bot h.

These subsets are Virtual Private Networks (VPNs). Two sites have |IP
connectivity over the comon backbone only if there is some VPN that
contains themboth. Two sites that have no VPN in common have no
connectivity over that backbone.

If all the sites in a VPN are owned by the same enterprise, the VPN
may be thought of as a corporate "intranet". |If the various sites in
a VPN are owned by different enterprises, the VPN may be thought of
as an "extranet". A site can be in nore than one VPN, e.g., in an
intranet and in several extranets. In general, when we use the term
"VPN' we will not be distinguishing between intranets and extranets.

W refer to the owners of the sites as the "custoners". W refer to
t he owners/operators of the backbone as the "Service Providers"
(SPs). The custoners obtain "VPN service" fromthe SPs.

A custoner nay be a single enterprise, a set of enterprises, an
Internet Service Provider, an Application Service Provider, another
SP that offers the sanme kind of VPN service to its own custoners
etc.

The policies that determ ne whether a particular collection of sites
is a VPN are the policies of the custoners. Sone custonmers wll want
the inplenentation of these policies to be entirely the
responsibility of the SP. (Qher custonmers may want to share with the
SP the responsibility for inplementing these policies. This docunent
speci fies mechani snms that can be used to inplenent these policies.
The nmechani sns we descri be are general enough to all ow these policies
to be inplenented either by the SP al one or by a VPN custoner
together with the SP. Most of the discussion is focused on the
former case, however.

The mechani sms di scussed in this docunent allow the inplenmentation of
a wide range of policies. For exanple, within a given VPN, one can
all ow every site to have a direct route to every other site ("ful
mesh"). Alternatively, one can force traffic between certain pairs

of sites to be routed via a third site. This can be useful, e.g., if
it is desired that traffic between a pair of sites be passed through
afirewall, and the firewall is located at the third site.
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In this docunent, we restrict our discussion to the case in which the
custonmer is explicitly purchasing VPN service froman SP, or froma
set of SPs that have agreed to cooperate to provide the VPN service.
That is, the customer is not nerely purchasing internet access from
an SP, and the VPN traffic does not pass through a random coll ection
of interconnected SP networks.

We al so restrict our discussion to the case in which the backbone
provides an |IP service to the custoner, rather than, e.g., a layer 2
service such as Frane Rel ay, Asynchronous Transfer Mde (ATM,
ethernet, H gh Level Data Link Control (HDLC), or Point-to-Point
Protocol (PPP). The custoner nay attach to the backbone via one of
these (or other) layer 2 services, but the layer 2 service is

term nated at the "edge" of the backbone, where the custonmer’s IP
datagranms are renoved fromany | ayer 2 encapsul ation

In the rest of this introduction, we specify sone properties that
VPNs shoul d have. The renmi nder of this docunent specifies a set of
mechani snms that can be depl oyed to provide a VPN nodel that has al
these properties. This section also introduces sone of the technica
term nol ogy used in the remai nder of the docunent.

1.2. Custoner Edge and Provi der Edge

Routers can be attached to each other, or to end systens, in a
variety of different ways: PPP connections, ATM Virtual Circuits
(VCs), Frame Relay VCs, ethernet interfaces, Virtual Local Area

Net wor ks (VLANs) on ethernet interfaces, GRE tunnels, Layer 2

Tunnel ing Protocol (L2TP) tunnels, IPsec tunnels, etc. W wll use
the term"attachnent circuit" to refer generally to sone such neans
of attaching to a router. An attachnment circuit nmay be the sort of
connection that is usually thought of as a "data link", or it nmay be
a tunnel of sone sort; what matters is that it be possible for two
devices to be network | ayer peers over the attachment circuit.

Each VPN site nust contain one or nore Custoner Edge (CE) devices.
Each CE device is attached, via some sort of attachment circuit, to
one or nore Provider Edge (PE) routers.

Routers in the SP's network that do not attach to CE devices are
known as "P routers”

CE devices can be hosts or routers. In a typical case, a site
contains one or nore routers, sone of which are attached to PE
routers. The site routers that attach to the PE routers would then
be the CE devices, or "CE routers”. However, there is nothing to
prevent a non-routing host fromattaching directly to a PE router, in
whi ch case the host would be a CE device.
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Sonetines, what is physically attached to a PE router is a |ayer 2
switch. In this case, we do NOT say that the layer 2 switch is a CE
device. Rather, the CE devices are the hosts and routers that
comruni cate with the PE router through the layer 2 switch; the |ayer
2 infrastructure is transparent. |If the layer 2 infrastructure
provides a nultipoint service, then nultiple CE devices can be
attached to the PE router over the same attachnent circuit.

CE devices are logically part of a custoner’s VPN. PE and P routers
are logically part of the SP' s network

The attachnent circuit over which a packet travels when going from CE
to PE is known as that packet’s "ingress attachment circuit", and the
PE as the packet’'s "ingress PE'. The attachnent circuit over which a
packet travels when going fromPE to CE is known as that packet’s
"egress attachnent circuit", and the PE as the packet’s "egress PE'

W will say that a PE router is attached to a particular VPN if it is
attached to a CE device that is in a site of that VPN. Similarly, we
will say that a PE router is attached to a particular site if it is
attached to a CE device that is in that site.

When the CE device is a router, it is a routing peer of the PE(s) to
which it is attached, but it is NOT a routing peer of CE routers at
other sites. Routers at different sites do not directly exchange
routing information with each other; in fact, they do not even need

to know of each other at all. As a consequence, the custoner has no
backbone or "virtual backbone" to manage, and does not have to dea
with any inter-site routing issues. 1In other words, in the schene

described in this docunent, a VPN is NOT an "overlay" on top of the
SP' s networ k.

Wth respect to the managenent of the edge devices, clear

adm ni strative boundaries are nmi ntai ned between the SP and its
customers. Custoners are not required to access the PE or P routers
for managenent purposes, nor is the SP required to access the CE
devi ces for nanagenment purposes

1.3. VPNs with Overl appi ng Address Spaces

If two VPNs have no sites in conmon, then they nmay have overl appi ng
address spaces. That is, a given address mght be used in VPN V1 as
the address of system S1, but in VPN V2 as the address of a
completely different system S2. This is a comopn situation when the
VPNs each use an RFC 1918 private address space. O course, within
each VPN, each address must be unanbi guous.
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Even two VPNs that do have sites in common nmay have overl appi ng
address spaces, as long as there is no need for any conmuni cation
bet ween systens with such addresses and systens in the conmon sites.

1.4. VPNs with Different Routes to the Same System

Al though a site may be in nultiple VPNs, it is not necessarily the
case that the route to a given systemat that site should be the same
in all the VPNs. Suppose, for exanple, we have an intranet
consisting of sites A, B, and C, and an extranet consisting of A B
C, and the "foreign" site D. Suppose that at site Athere is a
server, and we want clients fromB, C, or Dto be able to use that

server. Suppose also that at site Bthereis a firewall. W want
all the traffic fromsite Dto the server to pass through the
firewall, so that traffic fromthe extranet can be access controlled

However, we don’t want traffic fromC to pass through the firewall on
the way to the server, since this is intranet traffic.

It is possible to set up two routes to the server. One route, used

by sites B and C, takes the traffic directly to site A The second

route, used by site D, takes the traffic instead to the firewall at

site B. If the firewall allows the traffic to pass, it then appears
to be traffic comng fromsite B, and follows the route to site A

1.5. SP Backbone Routers

The SP's backbone consists of the PE routers, as well as other
routers ("P routers") that do not attach to CE devices.

If every router in an SP's backbone had to nmintain routing
information for all the VPNs supported by the SP, there would be
severe scalability problenms; the nunber of sites that could be
supported would be linmted by the anpbunt of routing information that
could be held in a single router. It is inmportant therefore that the
routing informati on about a particular VPN only needs to be present
in the PE routers that attach to that VPN. In particular, the P
routers do not need to have ANY per-VPN routing information

what soever. (This condition may need to be rel axed sonewhat when
mul ticast routing is considered. This is not considered further in
this paper, but is exanm ned in [ VPN MCAST].)

So just as the VPN owners do not have a backbone or "virtua

backbone" to adm nister, the SPs thenselves do not have a separate
backbone or "virtual backbone" to adninister for each VPN. Site-to-
site routing in the backbone is optimal (within the constraints of
the policies used to formthe VPNs) and is not constrained in any way
by an artificial "virtual topology" of tunnels.
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Section 10 discusses sonme of the special issues that arise when the
backbone spans several Service Providers.

1.6. Security

VPNs of the sort being discussed here, even w thout making use of
cryptographic security neasures, are intended to provide a | evel of
security equivalent to that obtainable when a |ayer 2 backbone (e.g.
Franme Relay) is used. That is, in the absence of nisconfiguration or
del i berate interconnection of different VPNs, it is not possible for
systenms in one VPN to gain access to systens in another VPN. O
course, the nethods described herein do not by thensel ves encrypt the
data for privacy, nor do they provide a way to deterni ne whether data

has been tanpered with en route. |If this is desired, cryptographic
nmeasures nmust be applied in addition. (See, e.g., [MPLS/ BGP-1Psec].)
Security is discussed in nore detail in Section 13.

2. Sites and CEs

From the perspective of a particular backbone network, a set of IP
systens nmay be regarded as a "site" if those systens have nutual |IP

i nterconnectivity that doesn’t require use of the backbone. In
general, a site will consist of a set of systens that are in
geographic proximty. However, this is not universally true. |[If two

geographic locations are connected via a | eased |ine, over which Qpen
Shortest Path First (OSPF) protocol [OSPFv2] is running, and if that
line is the preferred way of conmunicating between the two | ocations,
then the two | ocations can be regarded as a single site, even if each
| ocation has its own CE router. (This notion of "site" is
topol ogi cal, rather than geographical. |If the |eased |line goes down,
or otherw se ceases to be the preferred route, but the two geographic
| ocations can continue to conmuni cate by using the VPN backbone, then
one site has becone two.)

A CE device is always regarded as being in a single site (though as
we shall see in Section 3.2, a site may consist of nultiple "virtua
sites"). A site, however, may belong to multiple VPNs.

A PE router may attach to CE devices fromany nunber of different
sites, whether those CE devices are in the sanme or in different VPNs.
A CE device may, for robustness, attach to nultiple PE routers, of
the sane or of different service providers. |If the CE device is a
router, the PE router and the CE router will appear as router

adj acencies to each other.

Whil e we speak nostly of "sites" as being the basic unit of

i nterconnection, nothing here prevents a finer degree of granularity
in the control of interconnectivity. For exanple, certain systens at
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a site may be nenbers of an intranet as well as nenbers of one or
nore extranets, while other systens at the sane site nmay be
restricted to being nenbers of the intranet only. However, this
m ght require that the site have two attachment circuits to the
backbone, one for the intranet and one for the extranet; it m ght
further require that firewall functionality be applied on the
extranet attachment circuit.

3. VRFs: Miultiple Forwarding Tables in PEs

Each PE router maintains a nunber of separate forwarding tables. One
of the forwarding tables is the "default forwarding table". The
others are "VPN Routing and Forwarding tables", or "VRFs"

3.1. VRFs and Attachnent Circuits

Every PE/CE attachnent circuit is associated, by configuration, with
one or nore VRFs. An attachnent circuit that is associated with a
VRF is known as a "VRF attachnent circuit".

In the sinplest case and nost typical case, a PE/ CE attachnent
circuit is associated with exactly one VRF. \When an | P packet is
received over a particular attachnent circuit, its destination IP
address is looked up in the associated VRF. The result of that

| ookup determ nes how to route the packet. The VRF used by a
packet’s ingress PE for routing a particular packet is known as the

packet’s "ingress VRF'. (There is also the notion of a packet’s
"egress VRF", located at the packet’s egress PE, this is discussed in
Section 5.)

If an | P packet arrives over an attachnment circuit that is not
associated with any VRF, the packet’'s destination address is |ooked
up in the default forwarding table, and the packet is routed
accordingly. Packets forwarded according to the default forwarding
tabl e i ncl ude packets from nei ghboring P or PE routers, as well as
packets from custoner-facing attachnment circuits that have not been
associ ated with VRFs.

Intuitively, one can think of the default forwarding table as
containing "public routes", and of the VRFs as containing "private
routes”. One can simlarly think of VRF attachment circuits as being
"private", and of non-VRF attachnent circuits as being "public"

If a particular VRF attachment circuit connects site Sto a PE
router, then connectivity fromsS (via that attachnent circuit) can be
restricted by controlling the set of routes that gets entered in the
corresponding VRF. The set of routes in that VRF should be linmted
to the set of routes leading to sites that have at | east one VPN in
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common with S. Then a packet sent fromS over a VRF attachnent
circuit can only be routed by the PE to another site S if S is in
one of the same VPNs as S. That is, comunication (via PE routers)
is prevented between any pair of VPN sites that have no VPN in
comon. Comuni cation between VPN sites and non-VPN sites is
prevented by keeping the routes to the VPN sites out of the default
forwardi ng table.

If there are nmultiple attachnent circuits leading fromS to one or
nmore PE routers, then there mght be multiple VRFs that could be used
to route traffic fromS. To properly restrict S s connectivity, the
sane set of routes would have to exist in all the VRFs.

Al ternatively, one could inpose different connectivity restrictions
over different attachnment circuit fromS. |In that case, sone of the
VRFs associated with attachnent circuits fromS would contain
different sets of routes than sone of the others.

We allow the case in which a single attachnent circuit is associated
with a set of VRFs, rather than with a single VRF. This can be
useful if it is desired to divide a single VPN into severa
"sub-VPNs", each with different connectivity restrictions, where sone
characteristic of the custoner packets is used to select from anong
the sub-VPNs. For sinplicity though, we will usually speak of an
attachnent circuit as being associated with a single VRF.

3.2. Associating | P Packets with VRFs

When a PE router receives a packet froma CE device, it nust
determ ne the attachment circuit over which the packet arrived, as
this determines in turn the VRF (or set of VRFs) that can be used for
forwardi ng that packet. 1In general, to deternmine the attachnent
circuit over which a packet arrived, a PE router takes note of the
physical interface over which the packet arrived, and possibly al so
takes note of sone aspect of the packet’s |layer 2 header. For
exanple, if a packet’s ingress attachnent circuit is a Frane Rel ay
VC, the identity of the attachment circuit can be determned fromthe
physical Frane Relay interface over which the packet arrived,

together with the Data Link Connection lIdentifier (DLCl) field in the
packet’s Frame Rel ay header.

Al t hough the PE' s conclusion that a particular packet arrived on a
particular attachnent circuit may be partially deternined by the
packet’s layer 2 header, it nust be inpossible for a customer, by
witing the header fields, to fool the SP into thinking that a packet
that was received over one attachnent circuit really arrived over a
different one. |In the exanple above, although the attachment circuit
is determned partially by inspection of the DLCl field in the Frane
Rel ay header, this field cannot be set freely by the custoner.
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Rather, it nust be set to a value specified by the SP, or else the
packet cannot arrive at the PE router.

In sone cases, a particular site may be divided by the custoner into
several "virtual sites". The SP may designate a particul ar set of
VRFs to be used for routing packets fromthat site and may all ow t he
custoner to set sone characteristic of the packet, which is then used
for choosing a particular VRF fromthe set.

For exanple, each virtual site mght be realized as a VLAN. The SP
and the custoner could agree that on packets arriving froma
particular CE, certain VLAN values would be used to identify certain
VRFs. O course, packets fromthat CE would be discarded by the PE
if they carry VLAN tag values that are not in the agreed-upon set.
Anot her way to acconplish this is to use | P source addresses. In
this case, the PE uses the IP source address in a packet received
fromthe CE, along with the interface over which the packet is
received, to assign the packet to a particular VRF. Again, the
custoner would only be able to select fromanong the particul ar set
of VRFs that that custoner is allowed to use

If it is desired to have a particular host be in nultiple virtua
sites, then that host nust determ ne, for each packet, which virtua
site the packet is associated with. It can do this, e.g., by sending
packets fromdifferent virtual sites on different VLANs, or out
different network interfaces.

3.3. Popul ating the VRFs
Wth what set of routes are the VRFs popul at ed?

As an exanple, let PEl, PE2, and PE3 be three PE routers, and |et

CEl, CE2, and CE3 be three CE routers. Suppose that PE1l | earns, from
CEl, the routes that are reachable at CEl's site. |If PE2 and PE3 are
attached, respectively, to CE2 and CE3, and there is sonme VPN V
contai ning CEl, CE2, and CE3, then PEl uses BGP to distribute to PE2
and PE3 the routes that it has learned from CELl. PE2 and PE3 use
these routes to populate the VRFs that they associate, respectively,
with the sites of CE2 and CE3. Routes fromsites that are not in VPN
V do not appear in these VRFs, which neans that packets from CE2 or
CE3 cannot be sent to sites that are not in VPN V.

When we speak of a PE "learning" routes froma CE, we are not
presupposi ng any particular |earning technique. The PE nmay |earn
routes by neans of a dynamic routing algorithm but it may al so
"l earn" routes by having those routes configured (i.e., static
routing). (In this case, to say that the PE "l earned" the routes
fromthe CE is perhaps to exercise a bit of poetic license.)
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PEs al so need to learn, fromother PEs, the routes that belong to a
given VPN. The procedures to be used for populating the VRFs with
the proper sets of routes are specified in Section 4.

If there are nultiple attachnent circuits leading froma particul ar
PE router to a particular site, they mght all be nmapped to the sanme
forwarding table. But if policy dictates, they could be mapped to
different forwarding tables. For instance, the policy mght be that
a particular attachment circuit froma site is used only for intranet
traffic, while another attachnent circuit fromthat site is used only
for extranet traffic. (Perhaps, e.g., the CE attached to the
extranet attachment circuit is a firewall, while the CE attached to
the intranet attachnent circuit is not.) |In this case, the tw
attachnent circuits woul d be associated with different VRFs.

Note that if two attachnent circuits are associated with the sane
VRF, then packets that the PE receives over one of themw ||l be able
to reach exactly the sane set of destinations as packets that the PE
receives over the other. So two attachnment circuits cannot be
associated with the sane VRF unless each CE is in the exact sane set
of VPNs as is the other

If an attachnment circuit leads to a site which is in multiple VPNs,
the attachnment circuit may still associated with a single VRF, in
whi ch case the VRF will contain routes fromthe full set of VPNs of
which the site is a nmenber

4. VPN Route Distribution via BGP

PE routers use BGP to distribute VPN routes to each other (nore
accurately, to cause VPN routes to be distributed to each other).

W allow each VPN to have its own address space, which neans that a
gi ven address may denote different systens in different VPNs. [If two
routes to the same | P address prefix are actually routes to different
systens, it is inportant to ensure that BGP not treat them as
conparable. Oherw se, BGP m ght choose to install only one of them
maki ng the ot her system unreachable. Further, we nust ensure that
POLICY is used to determ ne which packets get sent on which routes

gi ven that several such routes are installed by BGP, only one such
must appear in any particul ar VRF.

We neet these goals by the use of a new address fanmily, as specified
bel ow.
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4.1. The VPN-1Pv4 Address Fanmily

The BGP Multiprotocol Extensions [BGP-MP] allow BGP to carry routes
frommltiple "address families". W introduce the notion of the
"VPN-1Pv4 address famly". A VPN-IPv4 address is a 12-byte quantity,
begi nning with an 8-byte Route Distinguisher (RD) and ending with a
4-byte | Pv4 address. |f several VPNs use the sane | Pv4 address
prefix, the PEs translate these into unique VPN-IPv4 address
prefixes. This ensures that if the same address is used in severa
different VPNs, it is possible for BGP to carry several conpletely
different routes to that address, one for each VPN

Since VPN-|1Pv4 addresses and | Pv4 addresses are different address
famlies, BGP never treats them as conparabl e addresses

An RD is sinply a nunber, and it does not contain any inherent
information; it does not identify the origin of the route or the set
of VPNs to which the route is to be distributed. The purpose of the
RD is solely to allow one to create distinct routes to a comon | Pv4
address prefix. Oher nmeans are used to deternine where to
redistribute the route (see Section 4.3).

The RD can al so be used to create nultiple different routes to the
very sane system W have already discussed a situation in which the
route to a particular server should be different for intranet traffic
than for extranet traffic. This can be achieved by creating two
different VPN-I1Pv4 routes that have the sanme | Pv4 part, but different
RDs. This allows BGP to install multiple different routes to the
same system and allows policy to be used (see Section 4.3.5) to

deci de whi ch packets use which route.

The RDs are structured so that every Service Provider can adm ni ster
its own "nunbering space" (i.e., can make its own assignnments of
RDs), without conflicting with the RD assignnents made by any ot her
Service Provider. An RD consists of three fields: a 2-byte type
field, an adm nistrator field, and an assi gned nunber field. The
val ue of the type field determ nes the lengths of the other two
fields, as well as the senmantics of the adnministrator field. The
administrator field identifies an assigned number authority, and the
assigned nunmber field contains a nunber that has been assigned, by
the identified authority, for a particul ar purpose. For exanple, one
coul d have an RD whose administrator field contains an Autononous
System nunber (ASN), and whose (4-byte) nunber field contains a
nunmber assigned by the SP to whom that ASN bel ongs (having been
assigned to that SP by the appropriate authority).

RDs are given this structure in order to ensure that an SP that
provi des VPN backbone service can always create a uni que RD when it
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needs to do so. However, the structure is not neani ngful to BGP
when BGP conpares two such address prefixes, it ignores the structure
entirely.

A PE needs to be configured such that routes that lead to a
particul ar CE becone associated with a particular RD. The
configuration may cause all routes |leading to the sane CE to be
associated with the sane RD, or it may cause different routes to be
associated with different RDs, even if they lead to the sane CE

4.2. Encoding of Route Distinguishers

As stated, a VPN-1Pv4 address consists of an 8-byte Route
Di stingui sher followed by a 4-byte |Pv4 address. The RDs are encoded
as follows:

- Type Field: 2 bytes
- Value Field: 6 bytes

The interpretation of the Value field depends on the value of the
type field. At the present tinme, three values of the type field are
defined: 0, 1, and 2.

- Type 0: The Value field consists of two subfields:

* Administrator subfield: 2 bytes
* Assigned Nunber subfield: 4 bytes

The Administrator subfield nust contain an Aut ononous System
nunber. |If this ASNis fromthe public ASN space, it nust have
been assigned by the appropriate authority (use of ASN val ues
fromthe private ASN space is strongly discouraged). The

Assi gned Nunber subfield contains a nunber from a nunbering space
that is administered by the enterprise to which the ASN has been
assigned by an appropriate authority.

- Type 1. The Value field consists of two subfields:

* Administrator subfield: 4 bytes
* Assigned Nunber subfield: 2 bytes

The Administrator subfield nust contain an | P address. If this

I P address is fromthe public | P address space, it nust have been
assigned by an appropriate authority (use of addresses fromthe
private | P address space is strongly di scouraged). The Assigned
Number subfield contains a nunber from a nunbering space which is
adm ni stered by the enterprise to which the I P address has been
assi gned.
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- Type 2: The Value field consists of two subfields:

* Administrator subfield: 4 bytes
* Assigned Nunber subfield: 2 bytes

The Adninistrator subfield nust contain a 4-byte Autononous
System nunber [BGP-AS4]. |If this ASNis fromthe public ASN
space, it must have been assigned by the appropriate authority
(use of ASN values fromthe private ASN space is strongly

di scouraged). The Assigned Nunber subfield contains a nunber
froma nunbering space which is adm nistered by the enterprise to
whi ch the ASN has been assigned by an appropriate authority.

4.3. Controlling Route Distribution

In this section, we discuss the way in which the distribution of the
VPN-1 Pv4 routes is controlled

If a PErouter is attached to a particular VPN (by being attached to
a particular CEin that VPN, it learns sonme of that VPN s IP routes
fromthe attached CE router. Routes |learned froma CE routing peer
over a particular attachment circuit may be installed in the VRF
associated with that attachnent circuit. Exactly which routes are
installed in this manner is determ ned by the way in which the PE

| earns routes fromthe CE. In particular, when the PE and CE are
routing protocol peers, this is deternined by the decision process of
the routing protocol; this is discussed in Section 7.

These routes are then converted to VPN-1P4 routes, and "exported" to
BGP. If there is nore than one route to a particular VPN-1P4 address
prefix, BGP chooses the "best" one, using the BGP decision process.
That route is then distributed by BGP to the set of other PEs that
need to know about it. At these other PEs, BGP will again choose the
best route for a particular VPN-1P4 address prefix. Then the chosen
VPN-1 P4 routes are converted back into I P routes, and "inported" into
one or nore VRFs. \Wether they are actually installed in the VRFs
depends on the decision process of the routing nethod used between
the PE and those CEs that are associated with the VRF in question
Finally, any route installed in a VRF may be distributed to the
associ ated CE routers.

4.3.1. The Route Target Attribute

Every VRF is associated with one or nore Route Target (RT)
attributes

When a VPN-I1Pv4 route is created (froman IPv4 route that the PE has
| earned froma CE) by a PE router, it is associated with one or nore
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Route Target attributes. These are carried in BGP as attributes of
the route.

Any route associated with Route Target T nust be distributed to every
PE router that has a VRF associated with Route Target T. Wen such a
route is received by a PE router, it is eligible to be installed in
those of the PEE's VRFs that are associated with Route Target T.
(Whether it actually gets installed depends upon the outcone of the
BGP deci si on process, and upon the outcone of the decision process of
the 1GP (i.e., the intra-domain routing protocol) running on the

PE/ CE interface.)

A Route Target attribute can be thought of as identifying a set of
sites. (Though it would be nore precise to think of it as
identifying a set of VRFs.) Associating a particular Route Target
attribute with a route allows that route to be placed in the VRFs
that are used for routing traffic that is received fromthe
correspondi ng sites.

There is a set of Route Targets that a PE router attaches to a route
received fromsite S; these may be called the "Export Targets"”. And
there is a set of Route Targets that a PE router uses to determne
whet her a route received from another PE router could be placed in
the VRF associated with site S; these may be called the "I nport
Targets". The two sets are distinct, and need not be the same. Note
that a particular VPN-1Pv4 route is only eligible for installation in
a particular VRF if there is sonme Route Target that is both one of
the route’s Route Targets and one of the VRF s Inport Targets.

The function perforned by the Route Target attribute is simlar to
that perforned by the BGP Communities attribute. However, the fornat
of the latter is inadequate for present purposes, since it allows
only a 2-byte nunbering space. It is desirable to structure the
format, simlar to what we have described for RDs (see Section 4.2),
so that a type field defines the I ength of an adm nistrator field,
and the remai nder of the attribute is a nunber fromthe specified
adm ni strator’s nunbering space. This can be done using BGP Extended
Communities. The Route Targets discussed herein are encoded as BGP
Ext ended Conmunity Route Targets [BGP-EXTCOM . They are structured
simlarly to the RDs.

When a BGP speaker has received nore than one route to the sanme VPN
I Pv4 prefix, the BGP rules for route preference are used to choose
which VPN-1Pv4 route is installed by BGP

Note that a route can only have one RD, but it can have multiple

Route Targets. 1In BGP, scalability is inproved if one has a single
route with nultiple attributes, as opposed to nultiple routes. One
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could elimnate the Route Target attribute by creating nore routes
(i.e., using nore RDs), but the scaling properties would be |ess
favorabl e.

How does a PE determ ne which Route Target attributes to associate
with a given route? There are a nunber of different possible ways.
The PE nmight be configured to associate all routes that lead to a
specified site with a specified Route Target. O the PE night be
configured to associate certain routes leading to a specified site
with one Route Target, and certain wth another.

If the PE and the CE are thensel ves BGP peers (see Section 7), then
the SP nmay allow the custonmer, within lints, to specify howits
routes are to be distributed. The SP and the custoner would need to
agree in advance on the set of RTs that are allowed to be attached to
the custonmer’s VPN routes. The CE could then attach one or nore of
those RTs to each IP route that it distributes to the PE. This gives
the custoner the freedomto specify in real time, wi thin agreed-upon

limts, its route distribution policies. If the CEis allowed to
attach RTs to its routes, the PE MJST filter out all routes that
contain RTs that the custoner is not allowed to use. |If the CEis

not allowed to attach RTs to its routes, but does so anyway, the PE
MUST renove the RT before converting the custoner’s route to a VPN
| Pv4 route.

4.3.2. Route Distribution Among PEs by BGP

If two sites of a VPN attach to PEs that are in the same Autononobus
System the PEs can distribute VPN-1Pv4 routes to each other by neans
of an I BGP connection between them (The term"IBGP" refers to the
set of protocols and procedures used when there is a BGP connection
bet ween two BGP speakers in the same Autononous System This is

di stingui shed from"EBGP", the set of procedures used between two BGP
speakers in different Autonompbus Systenms.) Alternatively, each can
have an | BGP connection to a route reflector [BGP-RR].

Wien a PE router distributes a VPN-1Pv4 route via BGP, it uses its
own address as the "BGP next hop". This address is encoded as a
VPN- |1 Pv4 address with an RD of 0. ([BGP-MP] requires that the next
hop address be in the sane address fanmly as the Network Layer
Reachability Information (NLRI).) It also assigns and distributes an
MPLS | abel. (Essentially, PE routers distribute not VPN-IPv4 routes,
but Label ed VPN-1Pv4 routes. Cf. [MPLS-BGP].) Wien the PE processes
a received packet that has this label at the top of the stack, the PE
will pop the stack, and process the packet appropriately.
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The PE nmay distribute the exact set of routes that appears in the
VRF, or it may perform summarizati on and di stribute aggregates of
those routes, or it may do sone of one and sone of the other

Suppose that a PE has assigned |label L to route R and has
distributed this |abel mapping via BGP. |If R is an aggregate of a
set of routes in the VRF, the PE will know that packets fromthe
backbone that arrive with this | abel nust have their destination
addresses | ooked up in a VRF. Wen the PE | ooks up the label inits
Label Information Base, it |earns which VRF nust be used. On the
other hand, if Ris not an aggregate, then when the PE | ooks up the

| abel, it learns the egress attachment circuit, as well as the
encapsul ati on header for the packet. In this case, no | ookup in the
VRF i s done.

We woul d expect that the npbst conmon case woul d be the case where the
route is NOT an aggregate. The case where it is an aggregate can be
very useful though if the VRF contains a |arge nunber of host routes
(e.g., asindial-in), or if the VRF has an associ ated Local Area
Network (LAN) interface (where there is a different outgoing |ayer 2
header for each systemon the LAN, but a route is not distributed for
each such systen).

Whet her or not each route has a distinct |label is an inplenentation
matter. There are a nunber of possible algorithns one could use to
det ermi ne whether two routes get assigned the sane | abel

- One may choose to have a single label for an entire VRF, so that
a single label is shared by all the routes fromthat VRF. Then
when the egress PE receives a packet with that |abel, it nust
| ook up the packet’'s I P destination address in that VRF (the
packet’s "egress VRF"), in order to deternine the packet’'s egress
attachnent circuit and the correspondi ng data |ink encapsul ati on.

- One may choose to have a single |abel for each attachnent
circuit, so that a single label is shared by all the routes with
the sane "outgoing attachment circuit". This enables one to
avoid doing a |l ookup in the egress VRF, though sone sort of
| ookup may need to be done in order to deternine the data |ink
encapsul ati on, e.g., an Address Resolution Protocol (ARP) | ookup

- One may choose to have a distinct |abel for each route. Then if
aroute is potentially reachable over nore than one attachnent
circuit, the PE/CE routing can switch the preferred path for a
route fromone attachnment circuit to another, without there being
any need to distribute new a label for that route.
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There nay be ot her possible algorithms as well. The choice of
algorithmis entirely at the discretion of the egress PE, and is
ot herw se transparent.

In using BGP-distributed MPLS |l abels in this manner, we presuppose
that an MPLS packet carrying such a |label can be tunneled fromthe
router that installs the correspondi ng BGP-distributed route to the
router that is the BG? next hop of that route. This requires either
that a | abel switched path exist between those two routers or el se
that some other tunneling technology (e.g., [MPLS-in-I1P-GRE]) can be
used between t hem

This tunnel may follow a "best effort" route, or it may follow a
traffic-engineered route. Between a given pair of routers, there nmay
be one such tunnel, or there may be several, perhaps with different
Quality of Service (QS) characteristics. Al that matters for the
VPN architecture is that sonme such tunnel exists. To ensure
interoperability anong systens that inplenent this VPN architecture
usi ng MPLS | abel switched paths as the tunneling technol ogy, all such
systems MJST support Label Distribution Protocol (LDP) [MPLS-LDP].

In particular, Downstream Unsolicited node MJST be supported on
interfaces that are neither Label Controlled ATM (LG ATM [ MPLS-ATM
nor Label Controlled Frame Relay (LGFR) [ MPLS-FR] interfaces, and
Downst r eam on Denand nbde MUST be supported on LC-ATMinterfaces and
LC-FR interfaces

If the tunnel follows a best-effort route, then the PE finds the
route to the renote endpoint by looking up its IP address in the
default forwarding table.

A PE router, UNLESS it is a route reflector (see Section 4.3.3) or an
Aut ononpbus System Border Router (ASBR) for an inter-provider VPN (see
Section 10), should not install a VPN-1Pv4 route unless it has at

| east one VRF with an Inport Target identical to one of the route’s
Route Target attributes. Inbound filtering should be used to cause
such routes to be discarded. If a new Inport Target is |ater added
to one of the PE's VRFs (a "VPN Join" operation), it nust then
acquire the routes it may previously have discarded. This can be
done using the refresh nmechani smdescribed in [BGP-RFSH]. The

out bound route filtering nechani smof [BGP-ORF] can al so be used to
advantage to nmake the filtering nore dynanic

Simlarly, if a particular Inport Target is no |longer present in any
of a PEEs VRFs (as a result of one or nore "VPN Prune" operations),
the PE may discard all routes that, as a result, no |onger have any
of the PEEs VRF' s Inport Targets as one of their Route Target
attributes
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A router that is not attached to any VPN and that is not a Route
Reflector (i.e., a P router) never installs any VPN-IPv4 routes at
all.

Note that VPN Join and Prune operations are non-disruptive and do not
require any BGP connections to be brought down, as long as the
refresh mechani smof [BGP-RFSH| is used.

As a result of these distribution rules, no one PE ever needs to
maintain all routes for all VPNs; this is an inportant scalability
consi der ati on.

4,3.3. Use of Route Reflectors

Rat her than having a conplete | BGP nmesh anong the PEs, it is

advant ageous to make use of BGP Route Reflectors [BGP-RR] to inprove
scalability. Al the usual techniques for using route reflectors to
i mprove scalability (e.g., route reflector hierarchies) are
avai |l abl e.

Route reflectors are the only systens that need to have routing
information for VPNs to which they are not directly attached.
However, there is no need to have any one route reflector know al
the VPN-1Pv4 routes for all the VPNs supported by the backbone.

W outline below two different ways to partition the set of VPN-IPv4
routes anmong a set of route reflectors.

1. Each route reflector is preconfigured with a list of Route
Targets. For redundancy, nore than one route reflector nay be
preconfigured with the sane list. A route reflector uses the
preconfigured list of Route Targets to construct its inbound
route filtering. The route reflector may use the techni ques of
[BGP-ORF] to install on each of its peers (regardl ess of
whet her the peer is another route reflector or a PE) the set of
Qut bound Route Filters (ORFs) that contains the list of its
preconfigured Route Targets. Note that route reflectors should
accept ORFs fromother route reflectors, which neans that route
reflectors should advertise the ORF capability to other route
reflectors.

A service provider nmay nodify the list of preconfigured Route
Targets on a route reflector. Wen this is done, the route
reflector nodifies the ORFs it insta